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Concurrent Programming on WindowsAddison Wesley, 2008

	“When you begin using multi-threading throughout an application, the importance of clean architecture and design is critical. . . . This places an emphasis on understanding not only the platform’s capabilities but also emerging best practices. Joe does a great job interspersing best practices alongside theory...


		

High-performance and Hardware-aware ComputingKIT Scientific Publishing, 2008

	High-performance system architectures are increasingly exploiting heterogeneity: multi- and manycore-based systems are complemented by coprocessors, accelerators, and reconfigurable units providing huge computational power. However, applications of scientific interest (e.g. in high-performance computing and numerical simulation) are not yet...


		

An Introduction to Parallel ProgrammingMorgan Kaufmann, 2011

	Parallel hardware has been ubiquitous for some time now. It’s difficult to find a laptop,
	desktop, or server that doesn’t use a multicore processor. Beowulf clusters are
	nearly as common today as high-powered workstations were during the 1990s, and
	cloud computing could make distributed-memory systems as accessible as...






		

The Essentials of Computer Organization and ArchitectureJones and Bartlett Publishers, 2003

	The Essentials of Computer Organization and Architecture provides a one-semester introduction to computer organization and architecture. Created in direct correlation to the ACM-IEEE Computing Curricula 2001 guidelines, this text exposes the inner working of a modern digital computer through an integrated presentation of fundamental...


		

Chip Multiprocessor Architecture: Techniques to Improve Throughput and LatencyMorgan and Claypool Publishers, 2007
Chip multiprocessors — also called multi-core microprocessors or CMPs for short — are now the only way to build high-performance microprocessors, for a variety of reasons. Large uniprocessors are no longer scaling in performance, because it is only possible to extract a limited amount of parallelism from a typical instruction stream...

		

R-Trees: Theory and Applications (Advanced Information and Knowledge Processing)Springer, 2005

	Space support in databases poses new challenges in every part of a database management system & the capability of spatial support in the physical layer is considered very important. This has led to the design of spatial access methods to enable the effective & efficient management of spatial objects.


	R-trees have a...






		

Programming Languages and their Definition: Selected Papers (Lecture Notes in Computer Science) (v. 177)Springer, 1985

	The IBM Vienna Laboratory has made a significant contribution to the work on
	the semantic description of computer systems. Both the operational semantics
	descriptions ("VDL") and the later work on denotational semantics ("Meta-IV",
	"VEM") contain interesting scientific ideas. Partly because of the large...


		

DB2 for Solaris: The Official Guide (IBM Press Series--Information Management)Prentice Hall, 2003
IBM's DB2 Universal Database Version 8 for Solaris has been carefully engineered to deliver all of the immense power, flexibility, and scalability of DB2, while taking full advantage of the capabilities of Sun's Solaris operating system. Now, direct from IBM", there's a definitive guide to installing, running, and optimizing the latest...

		

Programming Massively Parallel Processors, Second Edition: A Hands-on ApproachMorgan Kaufmann, 2012

	Programming Massively Parallel Processors: A Hands-on Approach shows both student and professional alike the basic concepts of parallel programming and GPU architecture. Various techniques for constructing parallel programs are explored in detail. Case studies demonstrate the development process, which begins with computational...






		

Hands-On GPU Programming with Python and CUDA: Explore high-performance parallel computing with CUDAPackt Publishing, 2018

	
		Build GPU-accelerated high performing applications with Python 2.7, CUDA 9, and open source libraries such as PyCUDA and scikit-cuda. We recommend the use of Python 2.7 as this version has stable support across all libraries used in this book.

	
		Key Features

		
			Get to grips with GPU programming...




		

Hardware Acceleration of EDA Algorithms: Custom ICs, FPGAs and GPUsSpringer, 2010

	This book deals with the acceleration of EDA algorithms using hardware platforms such as FPGAs and GPUs. Widely applied CAD algorithms are evaluated and compared for potential acceleration on FPGAs and GPUs. Coverage includes discussion of conditions under which it is preferable to use one platform over another, e.g., when an EDA problem has...


		

OpenCL Programming GuideAddison Wesley, 2011

	Industry pundits love drama. New products don’t build on the status quo
	to make things better. They “revolutionize” or, better yet, define a “new
	paradigm.” And, of course, given the way technology evolves, the results
	rarely are as dramatic as the pundits make it seem.


	Over the past decade,...
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